
Bernstein-Tutorials on Computational 
Neuroscience 
The Bernstein-Tutorials on various topics in Computational Neurosciences will be held on 
Saturday July 18th, prior to the main meeting, in the Berlin-Brandenburgische Akademie der 
Wissenschaften.  

The aim of the 10 tutorials is to provide students with a comprehensive introduction to various 
topics in Computational Neurosciences, as well as to give advanced researchers an overview 
of the state-of-the-art in the topic area.  

The tutorials will be held in a morning or an afternoon session, giving participants the 
opportunity to participate in two different tutorials. All attendees will be provided a DVD 
with scripts and slides from all tutorials. 

In the following, a short list of the topics and speakers. For more detailed information, please 
see the abstracts on the bottom of this page.  

1. Spike train analysis (3 hours). Jutta Kretzberg (Oldenburg, Germany) 

2. Neural basis of probabilistic computations (3 hours) Sophie Denève (Paris, France) 

3. Tools and Methods in Psychophysics (3 hours).  Felix Wichmann (Berlin, Germany). 

4. Activity-dependent Synaptic Plasticity and Neuronal Adaptation (3 hours). Lars 
Schwabe (Rostock, Germany) 

5. Neural Control Engineering -- The Emerging Intersection of Control Theory and 
Neuroscience (6 hours). Steven Schiff (Penn State Univ, USA)  

6. Probabilistic Models of Natural Stimuli and Neural Populations (6 hours). Matthias 
Bethge (Tuebingen, Germany) 

7. Neural Coding (3 hours). Peter Latham (London, UK) 

8. Reinforcement learning -- a tool for cracking the neural codes of behavioral learning 
(3 hours). Kenji Doya (Okinawa, Japan) 

9. Large-Scale Neuronal Network Models: Principles and Practice (3 hours). Hans 
Ekkehard Plesser (Oslo, Norway) 

10. Analysis methods for functional neuroimaging data (3 hours). Stefan Kiebel (Leipzig, 
Germany) 

 

Organizational support provided by the National Network for 
Computational Neuroscience 

 

 

 



Abstracts of the Bernstein-Tutorials 
 
1. Spike train analysis (3 hours). Jutta Kretzberg (Oldenburg, Germany) 

This tutorial will focus on the analysis of neuronal population activity as it is obtained in 
extracellular multi-electrode recordings. After a short review of basic concepts of spike 
train analysis (e.g. receptive field measurement, tuning curves, PSTH), I will introduce 
two more advanced methods to estimate stimulus properties based on neuronal responses: 
Bayesian stimulus reconstruction and metric based clustering. For all analysis methods 
covered in the tutorial Matlab routines will be provided and applied to multi-electrode 
recordings from the retina. 

 
2. Neural basis of probabilistic computations (3 hours) Sophie Denève (Paris, France) 

Our sensory input is noisy and ambiguous and the consequences of our actions are not 
completely predictable. For all these reasons, perception and behavioural choices require 
probabilistic inference.  We will consider how neurons and neural populations could 
compute, represent and exploit uncertainties and probabilities. We will show that spike 
trains of integrate and fire neurons provide a natural basis to represent probabilistic 
evidence in a perpetually changing world. This leads us to reconsider the nature of signal 
and noise in the variable responses of cortical neurons.  

 

3. Tools and Methods in Psychophysics (3 hours).  Felix Wichmann (Berlin, Germany). 

The tutorial will cover some of the essentials of modern psychophysical methods and 
tools: 

• Signal detection theory and (proper) forced-choice paradigms. 
• The method of constant stimulus versus adaptive procedures. 
• Psychometric function estimation and Monte-Carlo based goodness-of- fit assessment. 
• Limits of currently available display technology in visual psychophysics. 

 

4. Activity-dependent Synaptic Plasticity and Neuronal Adaptation (3 hours). Lars 
Schwabe (Rostock, Germany) 

Summary: In this tutorial we consider rules and mechanisms for synaptic plasticity, 
normalization and competition as well as recent spike- based learning rules (supervised 
and reinforcement-based). In addition, we consider short-term adaptation at the synapse 
and single- cell level as well as their functional consequences for network dynamics and 
sensory coding. After the tutorial the participants will be able to model both phenomena at 
different levels of description and utilize them in their own modeling studies. 

Abstract: The goal of this tutorial is to give an overview of the mathematical models of 
activity-dependent synaptic plasticity and neuronal adaptation as well as their functional 
consequences for the representation and processing of sensory information. Activity- 
dependent synaptic plasticity is the mechanism, which governs the build-up, maintenance, 
and change of the connections between neurons. Hence, it probably plays a key role in 
development, learning and memory. Neuronal adaptation refers to the change in 
responsiveness after constant stimulation, and it may correspond to adaptation at the 
single-cell or synapse level. It is believed to be the underlying mechanism of perceptual 
phenomena like, for example, perceptual aftereffects. After the tutorial the participants 



will be able to model both phenomena at different levels of description. In  particular, they 
will be able to utilize these models in their own research in order to further explore the 
consequences of these two mechanisms for network dynamics and the functions realizes 
by such  networks. All models are motivated and illustrated with examples (taken mainly, 
but not exclusively, from the visual system). Recent advances and open questions are 
discussed. 

Topics: 

• Brief recap of the relevant biophysics 
• Rules and corresponding mechanisms for plasticity, normalization and competition 
• Consequences for activity-dependent development 
• Recent spike-based learning rules (supervised and reinforcement-based) 
• Input-driven vs. output-driven adaptation: single-cell vs. synaptic mechanisms 
• Consequences for network dynamics and sensory coding 

 

5. Neural Control Engineering -- The Emerging Intersection of Control Theory and 
Neuroscience (6 hours). Steven Schiff (Penn State Univ, USA) 

Abstract: With the advent of model based ensemble techniques to track and control 
nonlinear systems in real time, the intersection between formal control theory and 
computational neuroscience is emerging as a powerful new area for exploration. This 
tutorial will explore how common models from computational neuroscience can be placed 
within a control theoretic framework, using a variety of cellular and network modeling 
frameworks. The route to real time feedback control systems will be explained with 
algorithm and code examples. A detailed discussion of formalizing model inadequacy will 
be covered. Applications to rhythmic hippocampal oscillations, seizures, Parkinson’s 
disease, and cortical wave formation will be discussed. 

• Linear Kalman Filtering 
• Nonlinear Kalman Filtering 
• The Hodgkin Huxley Equations 
• The Fitzhugh-Nagumo Equations 
• The Bridge from Kalman Filtering to Neuronal Dynamics 
• Spatiotemporal Neural Dynamics  
• Parkinson’s Disease 
• Controlling Neuronal Dynamics with Electrical Stimulation 
• Empirical Spatiotemporal Models 
• Brain Machine Interfaces  
• All Models are Wrong – Formalizing Model Inadequacy 
• A View Towards Future Applications 

 
6. Probabilistic Models of Natural Stimuli and Neural Populations (6 hours). Matthias 

Bethge (Tuebingen, Germany) 

Both natural stimuli and neural recordings can exhibit complex statistical structure. 
Therefore, flexible statistical models are needed for capturing this complexity in a 
quantitative manner. In particular, probabilistic methods provide a principled framework 
for comparing and evaluating different models. In the morning session of the tutorial, we 
will discuss model classes for describing the statistical structure of natural images and 
their relevance for sensory coding. The afternoon session will consist of a self-contained 



introduction to probabilistic models of spiking neurons. Our focus will be on the 
generalized linear model framework and related model classes. In each session we will 
aim to point out relationships and commonalities between different approaches. 

• Forenoon: Probabilistic Models of Natural Stimuli 
• Afternoon: Probabilistic Models of Neural Populations 

Further information will be posted on the following webpage:  

http://www.kyb.tuebingen.mpg.de/bethge/tutorials/cns2009/ 

 

7. Neural Coding (3 hours). Peter Latham (London, UK) 

We study neural coding because we want to answer the question: "what are spike trains 
telling us?".  Although the answer is still "we don't know," over the last several decades 
considerable progress has been made, and we now know much more than we did even ten 
years ago. In this tutorial, I will describe standard and not-so-standard methods for 
answering this question, what we have found, and where we are going. 

 

8. Reinforcement learning -- a tool for cracking the neural codes of behavioral learning 
(3 hours). Kenji Doya (Okinawa, Japan) 

The theory of reinforcement learning evolved in the field of machine learning based on 
the intuition of animal learning from reward and punishment. Now the framework has 
been utilized for quantitatively modeling choice behaviors of rats, monkeys, and humans, 
and for fishing for neural correlates of decision making and action learning. This tutorial 
will present the mathematical basics of reinforcement learning and some case studies of 
how it is used for the analyses of behaviors, neural firing, and brain imaging data. 

 
9. Large-Scale Neuronal Network Models: Principles and Practice (3 hours). Hans 

Ekkehard Plesser (Oslo, Norway) 

Simulations are widely used to study the dynamics of neuronal networks, but 
computational neuroscientists seldom reflect on the modeling process: How do we move 
from our understanding of experimental findings about neuroanatomy and -physiology, 
first to mental models of neuronal networks, and then to simulations performed by 
computer? Do our computer simulations really simulate the models we have built in ours 
minds? How well do we succeed in describing our simulated models to our colleagues 
when writing papers? We will discuss these topics in the first part of the tutorial, building 
on theoretical work on modeling in physics and ecology, as well as examples from the 
neuroscience literature. 

In the second part of the tutorial, we will discuss how to describe large-scale neuronal 
networks well in scientific publications. We will particularly discuss the advantages of 
high-level descriptions of neuronal networks, using the Topology Module of the NEST 
simulator as an example. Participants are invited to bring their laptops for hands-on 
experiments. Bootable live-DVDs with a complete NEST installation will be provided. 

 

 

 



10. Analysis methods for functional neuroimaging data (3 hours). Stefan Kiebel (Leipzig, 
Germany) 

In systems neuroscience, researchers acquire data using techniques such as functional 
magnetic resonance imaging (fMRI) and magneto- and electroencephalography (M/EEG). 
These data show indirect evidence of neuronal activity, acquired from the whole brain. 
This tutorial will first cover the standard analyses for fMRI and M/EEG, which are used 
for locating brain responses in space and time. In the second part of the tutorial we will go 
beyond these standard analyses and cover recent developments for inferring effective 
connectivity, i.e., interactions among brain areas. In particular, the tutorial will focus on 
‘Dynamic Causal Modelling’, a state-space approach to model activity caused by neuronal 
networks, where we will go through the relevant details and illustrate the approach using 
some example studies. In the last part of the tutorial, we will motivate the use of Bayesian 
model selection in neuroimaging studies and will show that this kind of inference is 
particular relevant for M/EEG studies 

 

 


